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Abstract— We study the problem of optimal leader selection
in consensus networks with noisy relative information. The
objective is to identify the set of & leaders that minimizes the
formation’s deviation from the desired trajectory established by
the leaders. An optimal leader set can be found by an exhaustive
search over all possible leader sets; however, this approach
is not scalable to large networks. In recent years, several
works have proposed approximation algorithms to the k-leader
selection problem, yet the question of whether there exists
an efficient, non-combinatorial method to identify the optimal
leader set remains open. This work takes a first step towards
answering this question. We show that, in one-dimensional
weighted graphs, namely path graphs and ring graphs, the
k-leader selection problem can be solved in polynomial time
(in both k and the network size n). We give an O(n®) solution
for optimal k-leader selection in path graphs and an O(k:n3)
solution for optimal k-leader selection in ring graphs.

I. INTRODUCTION

We explore the problem of leader selection in leader-
follower consensus systems. Such systems arise in the
context of vehicle formation control [1], distributed clock
synchronization [2], and distributed localization in sensor
networks [3], among others. In these systems, several agents
act as leaders whose states serve as the reference trajec-
tory for the entire system. The leaders may be controlled
autonomously or by a system owner. The remaining agents
are followers. Each follower updates its state based on noisy
measurements of the states of its neighbors. The objective
of the leader-follower system is for the entire formation to
maintain a desired global state.

Since the follower agents’ measurements are corrupted by
stochastic noise, the agents cannot maintain the formation
exactly. However, the variance of the deviation of the agents’
states from the desired states is bounded [4]. This variance is
related to the coherence of the formation, and is quantified by
an Hs norm of the leader-follower system [5], [6]. It has been
shown that the coherence of such leader-follower consensus
systems depends on which agents act as leaders [4], [5], and
s0, by judiciously choosing the leader set, one can minimize
the total variance of the formation. The k-leader selection
problem is precisely to select a set of at most k leaders
for which the total variance of the deviation of the follower
nodes is minimized.

The problem of finding a leader set that minimizes the
total variance of the deviation has received attention in
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recent years. The optimal leader set can be found by an
exhaustive search over all subsets of agents of size at most
k, but this solution is not tractable in large networks. In [7],
the authors present a leader selection algorithm based on a
convex-relaxation of the problem. They then give an efficient
algorithm for this relaxed problem. While this algorithm
offers no guarantees on the optimality of the chosen leader
set, its good performance was demonstrated on example
networks. In [8], the authors show that the total variance of
the deviation from the desired trajectory is a super-modular
set function [9]. This super-modularity property implies that
one can use a greedy, polynomial-time algorithm to find a
leader for which the total variance is within a provable bound
of optimal. Another recent work [10] has shown a connection
between the optimal leader set and the information centrality
measures. They have used this connection to give efficient
algorithms for finding the optimal single leader and optimal
pair of leaders in several network topologies. Other works
have explored optimal leader selection in leader-follower
systems without stochastic disturbances [11] and in systems
where both the leaders and followers are subject to stochastic
disturbances and the leaders also have access to relative state
information [7]. Despite this recent interest, the question of
whether it is possible to find an optimal leader set using a
non-combinatorial approach remains open.

In this work, we take a first step towards answering this
question. We show that, in one-dimensional weighted graphs,
namely path graphs and ring graphs, the k-leader selection
problem can be solved in time that is polynomial in both &
and the network size n. Our approach is to first transform
the k-leader selection problem into the problem of finding
a minimum-weight path in a weighted directed graph, a
problem that can be solved polynomial time. We then use
a slightly modified version of the well-known Bellman-Ford
algorithm [12] to find this minimum-weight path and thus
the optimal leader set. For path graphs, our algorithm finds
the optimal leader set of size at most k in O(n?®) time. In
ring graphs, our algorithm finds the optimal leader set of size
at most k in O(kn?3) time.

Our approach was inspired by recent work on facility
location on the real line [13]. In this work, the authors solve
the facility location problem by reducing it to a minimum-
weight path problem over a directed acyclic graph. We note
that our graph construction and our path-finding algorithm
are both different from those in [13].

The remainder of this paper is organized as follows. In
Section II, we present the system model and formalize the
k-leader selection problem. In Section III, we present our
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algorithms for finding the optimal leader set in path and ring
graphs. Section IV gives computational examples comparing
the optimal leader set to the leader set selected by the greedy
algorithm. Finally, we conclude in Section V.

II. PROBLEM FORMULATION

In this section, we describe the dynamics of leader-
follower consensus system and formally define the k-leader
selection problem.

A. System Model

We consider a network of agents, modeled by an undi-
rected, connected graph G = (V, E), where the node set
V ={1,2,...,n} represents the agents and the edge set F
captures the communication structure of a network. We use
the terms node and agent interchangeably. If (i,j) € E,
then nodes 7 and j can exchange information.We denote
the neighbor set of a node i by N(i), ie., N(i) = {j €
V| (i,7) € E}. In this work, we restrict our study to one-
dimensional graphs, namely path graphs and ring graphs. For
path graphs, we assume the nodes IDs are assigned in order
along the path. For ring graphs, we assume that the node
IDs are assigned in ascending order around the ring in a
clockwise fashion, starting with an arbitrary node.

Each agent 7 has a state x;(t) € R which represents, for
example, the position of agent ¢ at time ¢. The objective is
for each pair of neighbor agents ¢ and j to maintain a pre-
specified difference p;; between their states,

z;(t) —x;(t) =p;; forall (¢,5) € E. (1)
If z;(t) represents an agent’s position, p;; is the desired
distance between agents ¢ and j. We assume that each agent
i knows p;; for all j € N(i).

A subset S C V of agents act as leaders. The states of
these agents serve as reference states for the network. The
state of each leader s € S remains fixed at its reference value
Ts. Let X denote the vector of states that satisfy (1) when the
leader states are fixed at their reference values. We assume
that at least one such X exists.

The remaining agents v € V \ S are followers. A
follower updates its state based on noisy measurements of the
differences between its state and the states of its neighbors.
The dynamics of each follower agent is given by

ii(t) = — Z Wij (@i(t) — x;(t) — pij + €35(t))
JEN()

where W;; is the weight for link (7, j) and €;;(t), (i,j) € E,
are zero-mean white noise processes with autocorrelation
functions E [¢;;(t)e;;(t + 7)) = v;;6(7). Here 6(-) denotes
the unit impulse function. Each ¢;; is independent, and ¢,
and €;; are identically distributed. As in [8], we select the
edges weights as W;; = 32, where A; = 37, v,y (1/vij).
This edge weight policy corresponds to the best linear unbi-
ased estimator of the leader agents’ states when z;(t) = 7;
for all j € N(i) [4].

B. Performance Measure

Without the noise processes ¢;;, the agents’ states would
converge to X. With these noise processes, the agents’ states
deviate from X; however, the variances of these deviations
are bounded in the mean-square sense. For a follower agent
i, let r; be the steady-state variance of the deviation from
L,

The steady-state variances r;, ¢ € V \ S can be obtained
from the weighted Laplacian matrix of the graph G, whose
components are defined as

_% if (i,j) e E

Lij =4 A; ifi=j

0 otherwise.
For a leader set S, let the follower-follower sub-matrix Ly
be the matrix L with the rows and columns corresponding
nodes in S removed. It has been shown that [4],

1,
r; = i(Lﬂl)” )

We note that since G is connected, Ly is positive definite [5],
and therefore, (2) is well-defined.

We measure the performance of the leader-follower system
for a given leader set .S by the total steady-state variance of

the deviation from X,
1
> omi=gtr (Lﬁtl) 3)
i€eV\S

R(S) 2

A formation with a small R(S) exhibits good coherence, i.e.,
the formation closely resembles a rigid formation.

C. The k-Leader Selection Problem

A natural question that arises is how to identify a leader
set S of a certain size that minimizes the total steady-state
variance in (3). This question is formalized as the k-leader
selection problem.

Problem Statement 1: The k-leader selection problem is

minimize ~ R(S5) @
subject to  |S| < k
A naive solution to this problem is to construct all subsets
of V of size at most k, evaluate R(S) for each leader set,
and choose the set S* for which R(S) in minimized. The
computational complexity of this solution is combinatorial
since the number of leader sets that would need to be
evaluated is 3, (). In the next section, we show that for
one-dimensional graphs, the optimal leader set can be found
with time complexity that is polynomial in both n and k.

III. LEADER SELECTION ALGORITHM

In this section, we present our leader selection algorithms
for path and ring graphs. Our approach for both graph types
is to first reduce the leader selection problem to the problem
of finding a minimum-weight path in a digraph. We then
solve this minimum-weight path problem using a modified
version of the Bellman-Ford algorithm [12].

1909

Authorized licensed use limited to: IBM. Downloaded on September 26,2024 at 16:51:57 UTC from IEEE Xplore. Restrictions apply.



Fig. 1: Digraph generated from four node path graph.

A. Leader Selection for a Path Graph

We first note that, in a path graph with k leader nodes,
the matrix Ly is block diagonal with at most k£ + 1 blocks.
Further, each block is tridiagonal. For example, consider a
path graph with leader set S = {¢y,0s,...,{;}, where ¢; <
ligq for i =1,...,(k —1). The matrix Ly is formed from
the weighted Laplacian L by removing the rows and columns
corresponding to the nodes in S. Ly can be written as,

[ Ly 0 0
0 L(éhfz) 0 .
Lff— . . . ,
0 L(£k717£k) 0
L0 0 Lityn)
where the matrices L1¢,), Lig, 0,00, @ = 1,...,(k — 1),

and Ly, ) are defined as follows. L o,y is the sub-matrix
of L consisting of the rows and columns 1 through ¢; —1 of
L. This matrix models the interactions between the follower
nodes, i = 1,...,(¢; — 1). Note that node ¢; is the only
leader that affects the states of these nodes. Ly, ¢, ) is
the sub-matrix of L consisting of the rows and columns
indexed from ¢; + 1 to ¢;41 — 1, inclusive. This matrix
models the interactions of the nodes between leader node
¢; and leader node ¢;1; these follower nodes are influenced
by both leaders. Finally, L, ) consists of the rows and
columns ¢ = (¢ +1),...,n of L, inclusive, and models the
interactions of the follower nodes i = (¢ +1),...,n. Leader
node /i, is the only leader that influences the states of these
nodes. If there are leaders u,v € S such that v = u+ 1, then
the corresponding sub-matrix of L will be of size 0.
The corresponding error R(S) is given by

k—1
1 1
R(S) = itr (L[lyfl)_l) + D) E :tl‘ (L(fi,fﬁ—l)_l) ®)
i=1

1 _
+ §tl' (L(ﬂk,n] 1)

Note that, if any sub-matrix of L is of size 0, then the trace of
the inverse of this sub-matrix is 0. Similarly, tr (L}, ) "") =
0 and tr (L(mn]*l) = 0. By decomposing R(S) in this
manner, we observe that, for a given leader set S, the total
steady-variance can be computed by finding the trace of the
inverse of the k£ 4 1 blocks.

We now construct a weighted digraph G = (V,E, W)
based on L as follows. The set of nodes in the graph consists
of the nodes in V' and an additional source node s and target

Algorithm 1 Algorithm for finding the optimal solution to
the k-leader selection problem in a path graph.

Input: G = (V, E), edge weights i, k

Output: Set of leader nodes S, error R(.S)

L < Laplacian of G

G < digraph constructed from L o
(P,w) < MODIFIEDBELLMANFORD(G, s,t,k + 1)

Construct leader set from min. weight path:
S« 0
for v € P do

if v # s and v # ¢ then

S+ Su{v}

end if
end for
R(S) +w
return (S, R(S))

node ¢, i.e., V. = V U{s,t}, as shown in Figure 1. The edge
set I contains edges from s to every node v € V. The weight
of edge (s,v) is tr (L(;,,)~"). This edge weight is the total
steady-state variance for nodes 1,...,(v — 1) when node v
is a leader node and there are no other leader nodes u with
u < v. E also contains edges from from each node u € V to
each node v € V' with u < v. The weight of edge (u,v) is
tr (L(u,) ). This weight is the total variance of the nodes
t=(u+1),...,(v—1) when nodes u and v are leaders
and there are no other leader nodes w with u < w < w.
Finally, E contains edges from every node v € V' to node
t. The weight of edge (v,t) is tr (L, ;). This weight
is the total variance of the nodes ¢ = v+ 1,...,n when
v is a leader and there are no other leader nodes u with
u > v. Note that the weights of edges (s,1), (n,t), and
(u,u+1), u=1...(n—1) are 0.

We observe that the weight of a path of length £+ 1 from
s to tin G is equivalent to R(S) in (5), where each vertex
on the path, excepting s and ¢, is an element of S. Thus,
to find a leader set S with |S| < k that minimizes (5), one
seeks a minimum-weight path from s to ¢ in G that has at
most k + 1 edges. The optimal leaders are the nodes along
this path between s and ¢. To find this minimum-weight
path, we use a slightly modified implementation of the
Bellman-Ford algorithm [12]. The Bellman-Ford algorithm
is an iterative algorithm that finds the minimum-weight paths
(of any length) from a source node to every other node in the
graph. While there are more efficient algorithms that solve
this same problem, Bellman-Ford offers the benefit that, in
each iteration m, the algorithm finds the minimum-weight
paths of m edges. Therefore, we can execute the Bellman-
Ford algorithm for £ + 1 iterations to find the minimum-
weight path of at most k£ + 1 edges. We have made slight
modifications to this algorithm to compute not only the
weight of the path but the list of nodes traversed in this
path. Our modified version of Bellman-Ford is detailed in
the technical report [14].

The pseudocode for our k-leader selection algorithm is
given in Algorithm 1. Our algorithm returns the optimal set
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of leaders of size at most k. A leader set may have cardinality
h < k if the inclusion of more than h leaders does not
decrease R(S).

B. Leader Selection for a Ring Graph

In a ring graph with k leaders, the leader-follower system
can be decomposed into k independent subsystems (with
some possibly consisting of zero nodes). Each of these
subsystems corresponds to a segment of the graph where two
leader nodes form the boundaries of this segment. As before,
we can define a weighted digraph where the weight of edge
(u,v) is the total steady-state variance of the nodes on the
segment between u and v when both w and v are leaders.
The total steady state-variance of the leader-follower system
is then given by the weight of a path through this digraph. We
now present the details of our k-leader selection algorithm
for ring graphs. Pseudocode is given in Algorithm 2.

To find the optimal leader set of size at most k, we first
select one node ¢ as a leader. We then translate the problem
finding the remaining k£ — 1 leaders into a problem of finding
a minimum weight path of at most k edges over a weighted
digraph. The digraph construction is described below. To
ensure that our algorithm finds the optimal leader set, the
algorithm performs this translation and path-finding for each
possible initial leader ¢, ¢+ = 1,...,n. The optimal leader
set is the set with the minimum weight path among these n
minimum weight paths (one for each initial leader 7).

For a given initial leader ¢, we construct its weighted
digraph G; = (V;, E;, W;) as follows. The vertex set of V;
contains a source node s;, a target node ¢;, and the vertices
in V excepting 4, i.e.,

Vi={si,ti} U(V\{i}).

The edge set E; contains directed edges from s; to every
node v € (V' \ {i}). The weight of edge (s;,v) is the total
steady-state variance for the nodes between ¢ and v in the
clockwise direction on the ring graph when both ¢ and v are
leaders and there are no other leader nodes after ¢ and before
v in the clockwise direction. E; also contains directed edges
from every node v € (V' \ {i}) to t;. The weight of edge
(v, ;) is the total steady-state variance of the nodes between
v and ¢ in the clockwise direction on the ring graph when
both 4 and v are leaders and there are no other leader nodes
after v and before 7 in the clockwise direction. The weight
of edge (u,v) is the total variance of the nodes between u
and v in the clockwise direction on the ring graph when
both u and v are leaders and there are no other leader nodes
following w and preceding v.

To compute the weight for edge (u,v), where u precedes
v on the ring in the clockwise direction, we first construct
the matrix M from L by shifting the rows and columns of
L so that node u corresponds to the first row and column of
M. The index (row and column of M) corresponding to a
node u after this shift is 1, and the index corresponding to
node v is v —u + 1 modulo n. The weight of edge (u,v) is

Wyy = tr (M(l,v—u+1 (mod n))il) ) (6)

Algorithm 2 Algorithm for finding the optimal solution to
the k-leader selection problem in a ring graph.
Input: G = (V, E), edge weights -, k
ij
Output: Set of leader nodes S, error R(S)

L < weighted Laplacian for G
minWeight < oo
minP < L
fori=1...ndo
G < digraph constructed from L for first leader ¢
(P,w) + MODIFIEDBELLMANFORD(G}, 5, t;, k — 1)
if w < minWeight then
minWeight < w
minP < P
end if
end for

Construct leader set from min. weight path:
S0
for v € minP do

if v # s and v # ¢t then

S+ Su{v}

end if
end for
R(S) < minWeight
return (S, R(S))

where M(; ;) is is the sub-matrix of M consisting of the
rows and columns between j + 1 and k — 1, inclusive. The
weights of edges (s;,v) , v € (V'\ {i}) can be computed by
replacing v with 7 in the above procedure. The weights of
edges (u,t;), u € (V' \ {¢}) can be computing by replacing
v with ¢ in the above procedure. Note that each of the sub-
matrices used in this procedure is a tri-diagonal matrix. Also,
as with the path graph, the weight of an edge (u,v) is O if
nodes « and v are adjacent in G.

Once the graph G; is constructed, the modified Bellman-
Ford algorithm is used to find the minimum-weight path from
s; to t; of at most k edges. The weight of this path is the
minimal R(S) when ¢ € S and |S| < k. The leader set S
for this error consists of node ¢ and the nodes along this
path, excepting s; and ¢;. By finding the optimal leader that
contains ¢, for each ¢ € V, the algorithm is able to identify
the initial leader 4 that minimizes R(S) and thus the optimal
solution to the k-leader selection problem.

C. Algorithm Analysis

We now analyze the computational complexity of our
leader selection algorithms.

Theorem 1: For a path graph G with n nodes, the k-leader
selection algorithm identifies the leader set .S, with |S| < k,
that minimizes R(S) in O(n3) time.

Proof: For the path graph, our algorithm consists of two
phases, each of which is performed once. The first phase is
the construction of the digraph G = (V,E). The edge set
E consists of n edges with s as their source (one to each
v € V), n edges with ¢ as their sink (one from each v € V),
and one edge from each u € V to each v € V' with u < v.
Thus |E| € O(n?). To find each edge weight, we must find
the diagonal entries of the inverse of a tridiagonal matrix of
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size at most (n — 1) x (n — 1). These diagonal entries can
be found in O(n) operations [15]. Therefore the digraph G
can be constructed in O(n®) operations.

The second phase of the algorithm is to find the minimum-
weight path of at most k + 1 edges from s to ¢ in G. For a
graph with m edges, the Bellman-Ford algorithm finds the
minimum-weight-path of length at most h edges in O(hm)
operations [12]. Therefore the second phase of our algorithm
has complexity O(kn?).

Combining the two phases of the algorithm we arrive a
computational complexity of O(n?3). [ ]

Theorem 2: For aring graph G with n nodes, the k-leader
selection algorithm identifies the leader set S, with |S| < k,
that minimizes R(S) in O(kn?) time.

Proof: In the ring algorithm, n weighted digraphs G,
i =1,...,n, are constructed, and a shortest-path algorithm is
executed on each digraph. To construct these digraphs, first,
the weight of each edge (u,v), u,v € V,u # v is computed
according to according to (6). For each computation, the shift
operation can be performed in O(n) operations to obtained a
tridiagonal matrix. The trace of the inverse of the sub-matrix
can also be found in O(n). Thus, the weight of all pairs (u, v)
can be computed in O(n?). These edge weights are used in
every digraph G; and can be looked up in constant time (for
example, by storing them in an n X n matrix).

To construct a digraph where edge weights can be com-
puted in constant time requires O(|V| + |E|) operations.
Therefore, each G; can be constructed in O(n?). There are
n such digraphs, so the construction of all digraphs requires
O(n?) time.

Finally, for each digraph, the Bellman-Ford algorithm
finds the minimum-weight path of at most k edges in O(kn?)
time. Thus, to find the minimum-weight path over these n
minimum-weight paths requires O(kn?) time.

Combining all steps of the algorithm, we obtain a running
time of O(kn?).

|
IV. COMPUTATIONAL EXAMPLES

In this section, we explore the results of our k-leader
selection algorithms on several example graphs. For compar-
ison, we also show results from the greedy leader selection
algorithm presented in [8]. The greedy algorithm consists of
at most & iterations. In each iteration, a node s is selected
such that s = argmin,ey\g R(S U {s}), and this node is
added to the leader set. The greedy algorithm generates a
leader set S of size at most k such that,

E—1\" 1
R < - — R*+ - R

where Rpy.x = max;cy R(i). As far as we are aware, the
greedy algorithm is the only previously proposed algorithm
that gives provable bounds on the optimality of the leader
set. A complete description of the greedy algorithm and its
analysis can be found in [8].

We have implemented both algorithms in Matlab. For each
graph, we select the edge weights v;; uniformly at random

12000

. —e— Greedy

10000 —&— Optimal
8000

— 6000-

4000+

2000+

0

1 1 . . 1 1 1 .
1 2 3 4 5 6 7 8 9 10
k

(a) Total variance for different leader set sizes k.

0 é 16 1‘5 2];0 2‘5 3‘0 ?;5 40
(b) Total variance of leader set S of size k produced by
greedy algorithm, relative to total variance for optimal leader
set S™ of size k.

Fig. 2: A comparison of the our optimal leader selection
algorithm with the greedy leader selection algorithm on a
400 node path graph.

O202 0,020, L0200 20
(a) Leaders selected by greedy algorithm.

(G202 L0000, 0, OO
(b) Optimal leaders.

Fig. 3: A comparison of the greedy leader selection and
optimal leader selection for £ = 2 and uniform edge weights
in an 11 node path graph. The leaders selected by each
algorithm are shown in grey.

from the interval (0,1). We have experimented with other
edge weight selection policies, and results are similar to those
shown below.

The results for a 400 node path graph are shown Figure 2.
Figure 2a gives the total variance R(S) for the optimal
leader set, as found by our algorithm, and for the leader
set found by the greedy algorithm for different leader set
sizes k. Figure 2b shows total variance R(S) of the leader
set selected by the greedy algorithm relative to R(S™*), where
S* is the optimal leader set. For k = 1, the optimal leader
£y is the weighted median of the path graph (see [16]), and
both algorithms select this leader. An interesting observation
is that for k = 2, the greedy algorithm demonstrates its worst
relative performance. A reason for this can be observed in
the example in Figure 3, where we show the optimal leaders
and those selected by the greedy algorithm for £k = 2 in
an 11 node path graph with all edge weights equal to one.
The locations of the optimal two leaders are symmetric. The
greedy algorithm selects the best single leader, the node in
the center of the path, in the first iteration. It selects a a
node nearer to the edge of the graph in the second iteration.
The center node is a poor choice for £ = 2, resulting in a
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(b) Total variance of leader set S of size k produced by
greedy algorithm, relative to total variance for optimal leader
set S™ of size k.

Fig. 4: A comparison of the optimal leader selection algo-
rithm with the greedy leader selection algorithm on a 400
node ring graph.

significantly larger total variance that the optimal.

We note that, overall, the greedy algorithm yields leader
sets whose performance is fairly close to optimal. As the
number of leaders increases, the total variance increases for
both leader selection algorithms. The relative error of the
greedy algorithm does not appear to vanish as k increases.

The results for a 400 node ring graph are shown in
Figure 4. As before, Figure 4a gives the total variance R(S)
for optimal leader set and the leader set selected by the
greedy algorithm, and Figure 4b shows total variance R(S)
of the leader set selected by the greedy algorithm relative to
R(S*), where S* is the optimal leader set as identified by
our algorithm. For all £ greater than 1, the greedy algorithm
selects a sub-optimal leader set. The most interesting results
are for smaller values of k. The greedy algorithm exhibits
worse performance when k is odd than when £ is even. We
believe this is due to a similar phenomenon as observed for
k = 2 in the path graph. The greedy algorithm makes poor
choices when k is odd and can compensate for previous poor
choices in subsequent iterations when k is even.

For larger values of k, the performance of the greedy
algorithm appears to stabilize at around 1.05 times the
optimal R(S*). While the greedy algorithm performs slightly
worse for the ring graph than it does for the path graph,
overall, the greedy solution yields good approximations for
larger values of k.

V. CONCLUSION

We have investigated the problem of optimal k-leader se-
lection in noisy leader-follower consensus systems. A naive
solution to the leader selection problem has combinatorial
complexity; however, it is unknown whether the leader

selection problem is NP-Hard, in general, or if efficient

polynomial-time solutions can be found. In this work, we
have taken a step towards addressing this open question.
We have shown that, in one-dimensional weighted graphs,
namely path graphs and ring graphs, the k-leader selection
problem can be solved in polynomial time (in both & and the
network size n). Further, we have given an O(n?) solution
for optimal k-leader selection in path graphs and an O(kn?)
solution for optimal k-leader selection in ring graphs.

It is our intuition that more efficient algorithms for leader-
selection in one-dimensional networks can be found. We plan
to explore this in future work. Further, we plan to extend
our approach to optimal k-leader selection in other network
topologies. Finally, we will explore using similar techniques
for leader selection in other dynamics, for example, networks
where leaders are also subject to stochastic disturbances.
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